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Abstract— Classification techniques have been widely used 
in the medical field for accurate classification than an 
individual classifier. This paper presents computational 
intelligence techniques for Liver Patient Classification. This 
paper evaluates the selected classification algorithms (J-48, 
Multi Layer Perceptron, Support Vector Machine, Random 
Forest and Bayesian Network) for the classification of liver 
patient datasets.  
This paper implements hybrid model construction and 
comparative analysis for improving prediction accuracy of 
liver patients in three phases. In first phase, classification 
algorithms are applied on the original liver patient datasets 
collected from UCI repository. In second phase, by the use of 
feature selection, a subset (data) of liver patient from whole 
liver patient datasets is obtained which comprises only 
significant attributes and then applying selected 
classification algorithms on obtained, significant subset of 
attributes. SVM algorithm is considered as the better 
performance algorithm, because it gives higher accuracy in 
respective to other classification algorithms before applying 
feature selection. But, Random Forest algorithm is 
considered as the better performance algorithm after 
applying feature selection. In third phase, the results of 
classification algorithms with and without feature selection 
are compared with each other. The results obtained from 
our experiments indicate that Random Forest algorithm 
outperformed all other techniques with the help of feature 
selection with an accuracy of 71.8696%. 
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I. INTRODUCTION 
Liver is the largest internal organ in the human body, 
playing a major role in metabolism and serving several 
vital functions. The liver is the largest glandular organ of 
the body. It weighs about 3 lb (1.36 kg) .The liver 
supports almost every organ in the body and is vital for 
our survival. Liver disease may not cause any symptoms 
at earlier stage or the symptoms may be vague, like 
weakness and loss of energy. Symptoms partly depend on 
the type and the extent of liver disease. Liver diseases are 
diagnosed based on the liver functional test [1]. 
Classification techniques are very popular in various 
automatic medical diagnoses tools. Problems with liver 
patients are not easily discovered in an early stage as it 
will be functioning normally even when it is partially 
damaged [2]. An early diagnosis of liver problems will 
increase patient’s survival rate. Liver disease can be 

diagnosed by analyzing the levels of enzymes in the blood 
[3]. 
Moreover, now a day’s mobile devices are extensively 
used for monitoring human’s body conditions. Here also, 
automatic classification algorithms are needed [4]. 
In this paper, five Classification algorithms J-48, Multi 
Layer Perceptron, Support Vector Machine, Random 
Forest and Bayesian Network algorithms have been 
considered for comparing their performance based on the 
ILPD (Indian Liver Patient Dataset).  
 
A. Significance of the problem 
The questions this research work can provide the solutions 
to, can be given as follows: 

1) How hybrid model construction is performed? 
2) How feature selection applied on liver datasets?  
3) How Comparative analysis of classification 

algorithms is performed for improving prediction 
accuracy of liver patients with or without Feature 
Selection?  

This paper finds answers to these questions which can 
help to know the various aspects about classification of 
liver patients. By performing this work, it is shown that 
feature selection has a great significance as the process of 
selecting a subset of relevant features for use in model 
construction. By using feature selection on ILPD before a 
classification algorithm can be applied, performance of 
classification algorithm increases. 
 
B. Data Description  
Databases of 583 records/entries are taken from the 
ILPD(Indian Liver Patient Dataset)Data setfor the 
purpose of solving problem of this paper. This dataset is 
downloaded from UCI machine Learning Repository 
(http://archive.ics.uci.edu/ml/). Entire ILPD dataset 
contains information about 583 Indian liver patients. In 
which 416 are liver patient records and 167 non liver 
patient records .The data set was collected from north 
east of Andhra Pradesh, India. Selector is a class label 
used to divide into groups (liver patient or not).  
 

II. RESEARCH BACKGROUND 
 P.Rajeswari and G.Sophia Reena[5][2010]. In this paper, 
Authors perform data classification which is based on 
liver disorders This paper deals with the results in the 
field of data classification obtained with Naive Bayes 
algorithm, FT Tree algorithm and KStar algorithm.  
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Bendi Venkata Ramana ,Prof. M.Surendra Prasad Babu 
and Prof. N. B. Venkateswarlu,  [4][2011]. The 
classification algorithms considered here are Naïve Bayes 
classifier, C4.5, Back propagation Neural Network 
algorithm, and Support Vector Machines. These 
algorithms are evaluated based on four criteria: Accuracy, 
Precision, Sensitivity and Specificity. 
S. Karthik, A. Priyadarishini and J. Anuradha and B. K. 
Tripathy,” [6][2011]. In first phase, ANN classification is 
applied for classifying the liver disease. In second phase 
rough set rule induction using LEM (Learn by Example) 
algorithm is applied to generate classification rules. In 
third phase fuzzy rules are applied to identify the types of 
the liver disease.  
Bendi Venkata Ramana and Prof. M.Surendra Prasad 
Babu[7][2012]. Modified rotation forest algorithm was 
proposed with multi layer perception classification 
algorithm and random subset feature selection method for 
UCI liver data set.  
A.S.Aneeshkumar and  C.Jothi Venkateswaran[8][2012].  
In this paper authors are using classification. The overall 
performance of C4.5 decision tree is better than Naive 
Bayesian. 
Jankisharan Pahariya, Jagdeesh makhijani and sanjay 
patsariya [9][2014]. This paper presents computational 
intelligence techniques for Liver Patient Classification. 
The efficacy of the techniques viz. Multiple Linear 
Regression, Support Vector Machine, Multilayer Feed-
Forward Neural Network, J-48, Random Forest and 
Genetic Programming has been tested on the ILPD Data 
Set. Authors employed under sampling and over sampling 
for balancing it. The results obtained from experiments 
indicate that Random Forest over sampling with 200% 
outperformed all the other techniques.  

 
III. RESEARCH  METHODOLOGY 

For solving problems of this paper some research 
techniques and methodologies are used for obtaining the 
desired result. Some tools and algorithms are required for 
obtaining the result. Main steps under the research 
methodologies are:- 
Review literature or research papers – first of all 
literatures and research papers were reviewed for getting 
more information about the problem and knowing which 
type of work was done by others on this topic and by 
which method. 
Identify tools – then tools required for solving the 
problem were identified and the best tool – “WEKA” was 
selected from all 
Study database attributes and data structure – 
attributes and structure of the database was thoroughly 
studied for finding out useful attributes from the liver 
patient database.  
Determine nature and definition of research problem 
and work flow of the problem for getting accurate and 
desired result. A study of datasets taken from ILPD 
(Indian Liver Patient Dataset)-UCI Repository. 
Organize the database with useful attributes and 
populate it, then perform data analysis using WEKA tool 
in order to generate the result. 

IV. CONCEPTUAL FRAMEWORK 
Classification algorithms are widely used in various 
medical applications. Data classification is a two phase 
process in which first step is the training phase where the 
classifier algorithm builds classifier with the training set 
of tuples and the second phase is classification phase 
where the model is used for classification and its 
performance is analyzed with the testing set of tuples [10]. 
Classification is done to know the exactly how data is 
being classified. The Classify Tab is also supported which 
shows the list of machine learning algorithms. These 
algorithms in general operate on a classification algorithm 
and run it multiple times manipulating algorithm 
parameters or input data weight to increase the accuracy 
of the classifier. Two learning performance evaluators are 
included with WEKA. The first simply splits a dataset 
into training and test data, while the second performs 
cross-validation using folds. Evaluation is usually 
described by the accuracy [11].  
The following techniques are applied to classify the Liver 
Patient: 
 
1) J-48 classifier: 
C4.5 is an algorithm used to generate a decision 
tree developed by Ross Quinlan [12]. C4.5 is an extension 
of Quinlan's earlier ID3 algorithm. The decision trees 
generated by C4.5 can be used for classification, and for 
this reason, C4.5 is often referred to as a classifier. It 
induces decision trees and rules from datasets, which 
could contain categorical and numerical attributes. The 
rules could be used to predict categorical values of 
attributes from new records.C4.5 builds decision trees 
from a set of training data in the same way as ID3, using 
the concept of information entropy. The training data is a 

set of already classified samples. Each 
sample consists of a p-dimensional 

vector , where the represent 
attributes or features of the sample, as well as the class in 
which falls.  
At each node of the tree, C4.5 chooses the attribute of the 
data that most effectively splits its set of samples into 
subsets enriched in one class or the other.  The splitting 
criterion is the normalized information gain (difference in 
entropy). The attribute with the highest normalized 
information gain is chosen to make the decision [13, 14]. 
 
2)   MLP (Multilayer Perceptron) classifier: 
A multilayer perceptron (MLP) is a feed forward artificial 
neural network model that maps sets of input data onto a 
set of appropriate outputs. An MLP consists of multiple 
layers of nodes in a directed graph, with each layer fully 
connected to the next one. Except for the input nodes, 
each node is a neuron (or processing element) with a 
nonlinear activation function. MLP utilizes a supervised 
learning technique called  back propagation for training 
the network[15] .MLP is a modification of the standard 
linear perceptron and can distinguish data that are 
not linearly separable[16].  
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The multilayer perceptron consists of three or more layers 
(an input and an output layer with one or more hidden 
layers) of nonlinearly-activating nodes. Each node in one 
layer connects with a certain weight  to every node in 
the following layer. Some people do not include the input 
layer when counting the number of layers and there is 
disagreement about whether  should be interpreted as 
the weight from i to j or the other way around. 
 
3) Random Forest (RF) classifier: 
Random forests are an ensemble learning method for 
classification  (and regression) that operate by 
constructing a multitude of decision trees at training time 
and outputting the class that is the mode of the classes 
output by individual trees[17]. It is unexcelled in accuracy 
among current algorithms. It runs efficiently on large data 
bases. It can handle thousands of input variables without 
variable deletion. It gives estimates of what variables are 
important in the classification. Random Forests grows 
many classification trees. To classify a new object from 
an input vector, put the input vector down each of the 
trees in the forest. Each tree gives a classification, and we 
say the tree "votes" for that class. The forest chooses the 
classification having the most votes) [18]. 
 
4) Support Vector Machine (SVM) classifier: 
SVM or sequential minimal optimization (SMO) is a 
learning system that uses a hypothesis space of linear 
functions in a high dimensional space, trained with a 
learning algorithm from optimization theory that 
implements a learning bias derived from statistical 
learning theory [19]. SVM uses a linear model to 
implement non-linear class boundaries by mapping input 
vectors non-linearly into a high dimensional feature space 
using kernels. The training examples that are closest to the 
maximum margin hyper plane are called support vectors. 
All other training examples are irrelevant for defining the 
binary class boundaries. The support vectors are then used 
to construct an optimal linear separating hyper plane (in 
case of pattern recognition) or a linear regression function 
(in case of regression) in this feature space. Support 
vector machines are supervised learning models with 
associated learning algorithms that analyze data and 
recognize patterns, used for classification and regression 
analysis. 
 
5) Bayesian Network classifier: 
Bayesian networks are a powerful probabilistic 
representation, and their use for classification has received 
considerable attention. This classifier learns from training 
data the conditional probability of each attribute Ai given 
the class label C. Classification is then done by applying 
Bayes rule to compute the probability of C given the 
particular instances of A1…..An and then predicting the 
class with the highest posterior probability. The goal of 
classification is to correctly predict the value of a 

designated discrete class variable given a vector of 
predictors or attributes. In particular, the naive Bayes 
classifier is a Bayesian network where the class has no 
parents and each attribute has the class as its sole parent. 
6) Feature Selection :  
Feature selection, also known as variable selection, 
attribute selection or variable subset selection, is the 
process of selecting a subset of relevant features for use in 
model construction [20, 21]. The central assumption when 
using a feature selection technique is that the data 
contains many redundant or irrelevant features. 
Redundant features are those which provide no more 
information than the currently selected features, and 
irrelevant features provide no useful information in any 
context. Feature selection is also useful as part of the data 
analysis process, as it shows which features are important 
for prediction, and how these features are related. Subset 
selection evaluates a subset of features as a group for 
suitability [22, 23].  
 
This paper gives solution of three problems which are 
faced in classification/prediction of liver disease patients. 
These three problems are: 
 
A. Applying Classification Algorithm without Feature 

Selection 
Applying selected classification algorithms on the original 
Indian Liver Patient Datasets (ILPD), this comprised of 
all relevant and irrelevant attributes without feature 
selection of liver patients. The result of all these 
techniques are obtained and analyzed in the form of 
accuracy of these classification algorithms.  
 
B. Applying Classification Algorithm after Feature 

Selection 
In this, attribute or feature selection is done with the help 
of greedy stepwise approach. The whole datasets of liver 
patients is comprised of all relevant or irrelevant 
attributes. By the use of feature selection, a subset (data) 
of liver patient from whole liver patient datasets will be 
obtained which comprises only significant attributes.   
Applying selected classification algorithms on the 
obtained significant subset of attributes after feature 
selection of ILPD datasets. The result of all these 
techniques are obtained and analyzed in the form of 
accuracy of these classification algorithms.  
 
C. Comparative Analysis for Improving Prediction 

Accuracy  
In this, the results of classification algorithms with and 
without feature selection are compared with each other. A 
particular classification algorithm is identified by 
comparative analysis of all algorithm accuracies which 
improves prediction accuracy of liver patients. The 
figurative approach for performing these tasks is shown in 
figure 1. 

Anju Gulia et al, / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 5 (4) , 2014, 5110-5115

www.ijcsit.com 5112



 
Figure 1 Hybrid Model Construction and Comparative Analysis for Improving Prediction Accuracy 

 

V. RESULTS AND DISCUSSION 
Preparing The Database [24] - For obtaining the result, 
this study used liver patient data sets from ILPD (Indian 
Liver Patient) Data Set. It has 583 samples with 10 
independent variables and one dependent variable. 
Independent Variables are: Age, Gender, Total Bilirubin, 
Direct Bilirubin, Total Proteins, Albumin, SGPT (serum 
glutamic-pyruvic transaminase), SGOT (serum glutamic 
oxaloacetic transaminase), Alkaline Phosphatase and one 
dependent variable is Class.  

 
A. Applying Classification Algorithm without Feature 

Selection 
Applying various classification algorithms such as J-48, 
Multi Layer Perceptron (MLP), Support Vector Machine 
(SVM), Random Forest and Bayesian Network on the 
original Indian Liver Patient Datasets (ILPD), this 
comprised of all relevant and irrelevant attributes without 
feature selection of liver patients as shown in figure 2. 
Table 1 consists of values of different Classification 
algorithms. According to these values the accuracy is 
calculated and analyzed. Performance can be determined 
based on the Correctly Classified Instances, Incorrectly 
Classified Instances, Mean absolute error and Accuracy. 
Comparison is made among these classification 
algorithms out of which SVM algorithm is considered as 
the better performance algorithm. Because it gives higher 
accuracy in respective to other classification algorithms 
without feature selection: with an accuracy of 71.3551%. 

 
Figure 2 Hybrid model constructions before applying Feature Selection 

 
TABLE 1 

ACCURACY FOR CLASSIFICATION ALGORITHM BEFORE 
APPLYING FEATURE SELECTION 

Classification 
Algorithm 

Correctly 
Classified 
Instances

Incorrectly 
Classified 
Instances 

Mean 
absolute 

error
Accuracy 

J48 401 182 0.3292 68.7822 
MLP 398 185 0.3458 68.2676 
SVM 416 167 0.2864 71.3551 

Random 
Forest 

410 173 0.3341 70.3259 

BayesNet 392 191 0.346 67.2384 
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B. Applying Classification Algorithm after Feature 
Selection 

Attribute or feature selection is done with the help of 
greedy stepwise approach. The whole datasets of liver 
patients is comprised of all relevant or irrelevant 
attributes. By the use of feature selection, a subset (data) 
of liver patient from whole liver patient datasets will be 
obtained which comprises only significant attributes.  
Applying feature selection or attribute selection using 
Greedy Stepwise Technique on 11 attributes. This results 
in the selection of 6 significant attributes as shown in 
figure 3. 
 
Table 2 consists of values of different Classification 
algorithms. Comparison is made among these 
classification algorithms out of which Random Forest 
algorithm is considered as the better performance 
algorithm. Because it gives higher accuracy in respective 
to other classification algorithms after applying feature 
selection: with an accuracy of 71.8696%. 
 

 
Figure 3 Hybrid model constructions after applying Feature Selection 

 
TABLE 2 

ACCURACY FOR CLASSIFICATION ALGORITHM AFTER 
APPLYING FEATURE SELECTION 

Feature 
Selection 

Correctl
y 

Classifie
d 

Instance
s 

Incorrect
ly 

Classified 
Instances 

Mean 
absolut
e error 

Accurac
y 

C
la

ss
if

ic
at

io
n

 
A

lg
or

it
h

m
 

J48 412 171 0.3885 70.669 
MLP 413 170 0.3455 70.8405 
SVM 416 167 0.2864 71.3551 

RandomFore
st 

419 164 0.3372 71.8696 

Bayes 
Net 

403 180 0.3443 69.1252 

 
C. Comparative Analysis for Improving Prediction 

Accuracy  
The results of classification algorithms before and after 
applying feature selection are compared with each other 
which are obtained from Table 1 and Table 2.Thus, a 

particular classification algorithm is identified by 
comparative analysis which improves prediction accuracy 
of liver patients.  
Table 3 consists of values of different Classification 
algorithms. According to these values the accuracy is 
calculated and analyzed. Performance can be determined 
based on Accuracy. Comparison is made among these 
classification algorithms before and after applying feature 
selection, out of which Random Forest algorithm 
outperformed all other techniques with 71.8696% 
accuracy after applying Feature Selection. 
 

TABLE 3 
PREDICTION ACCURACY IMPROVES FOR CLASSIFICATION 

ALGORITHM AFTER APPLYING FEATURE SELECTION 

Classification 
Algorithm 

Accuracy 
Before  Feature 

Selection 
After Feature 

Selection
J48 68.7822 70.669 

MLP 68.2676 70.8405 
SVM 71.3551 71.3551 

RandomForest 70.3259 71.8696 
BayesNet 67.2384 69.1252 

 
VI. FUTURE WORK 

This paper presents an approach that will be used for 
hybrid model construction of community health services. 
These classification algorithms can be implemented for 
other dominant diseases also like cardiac and diabetes 
prediction and classification. An another scope is  to 
seeing weather by applying  new  algorithms will made 
any improvements over techniques which are used in this 
paper in future. 
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